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The goal of this Ph.D. is to explore newdirections of explainability approaches that allow users
to interactively explore the trade-offs of competing ML models with the help of intelligent
agents.

Context
Recent generational leaps in the complexity and capabilities of Machine Learning (ML)mod-
els have made Artificial Intelligence (AI) able to tackle challenges ranging from vision and
graphics to natural language, and even creative tasks. These improvements, along with the
growing availability and maturity of AI technologies, also helped democratizing AI as a tool
for a broad audience of researchers, industries, artists, and more. However this expansion
also revealed the environmental and economic impacts of AI technologies when used at
very large scales [3, 7]. The adoption of greener, less energy-consumingmodels byML practi-
tioners is a significant aspect in successfully improving AI impact in the future. However, there
can exist hundreds of candidate algorithms to address a single category of problems, and
the choice of a ML model for a given task is often driven by previous experience, domain
understanding, or expertise availability. Adopting new technologies and approaches typi-
cally requires additional learning efforts in order to fully understand their purpose, strength,
features, and adequacy to a task.

Explainability plays a crucial role in this process. Increasing awareness and adaption of new
models goes beyond the accessibility of models, but further requires professionals to contex-
tualize and balance potential trade-offs. In order assist ML practitioners with these processes,
this PhD will use human-centered design to develop tools that explain how a particular al-
gorithm affects AI-waste and help them find more environmentally friendly models for their
projects. It will contribute to a larger Sustainable ML project which aims to develop a design
framework and an associated toolkit to foster energy efficiency throughout the whole life cy-
cle of ML applications: from the training and testing iterations of the design and exploration
phases, to the final training of the production systems, and the continuous online re-training
during and after deployment.

The candidate will be part of the Loki research team, based at Inria Lille in France and super-
vised by Prof. GéryCasiez andDr. Janin Koch. Webuild on the principles such as instrumental
interaction [1] and co-adaptation [5] to create interactive systems that are discoverable [2],
appropriate [4], and expressive [6], that grow with the user to enhance rather than replace
the user’s skills.

The 3-year doctoral position is funded by a European Union’s Horizon 2020 grant for SustainML:
Application Aware, Life-Cycle Oriented Model-Hardware Co-Design Framework for Sustain-
able, Energy Efficient ML Systems. The work will be in close collaboration with the DFKI (Ger-
man Institute of Artificial Intelligence) and other partners.
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Objectives
The goal of this Ph.D. position is to explore new directions of Human-AI interactions. This in-
cludes new interaction and explainability approaches that will allow users to interactively
explore the trade-offs of competing ML models with the help of intelligent agents. Explor-
ing ML model alternatives during the development process, before the models enter their
full training cycles, requires users to express potentially ambiguous project objectives and to
understand the trade-offs of ML model alternatives, e.g. time, computing hardware, or esti-
mated CO2 footprint for a particular task. This requires the development of new design and
evaluation methods to ensure effective interaction with intelligent systems, and specifically
to:

• Develop new interactive methods for users to express and refine Ml model needs and
goals using a human-computer partnership approach.

• Develop new explainability approaches that intelligent systems can use to suggest and
expose the trade-offs of alternative ML models in a context-dependent manner.

• Design new interactive visualizations to explore the design space of ML models with multi-
ple competing objectives, including AI-waste minimization.

Specific Activities
The doctoral candidate will be expected to:

• Conduct empirical studies and workshops, e.g. participatory design workshops.
• Prototype, design and develop novel interactive systems.
• Design, run, and analyze controlled and field experiments to evaluate interaction and
explainability techniques.

• Write research reports and scientific papers.
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Candidate
We are looking for motivated students who are excited about creating human-centered ex-
ploratory tools and are interested in applying Human-Computer Interaction research meth-
ods to Machine Learning problems.

Suitable candidates should have experience in Human-Computer Interaction methods and
strong programming skills, preferably Python, are required. Background knowledge in Ma-
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chine Learning and experience in web technologies is a plus. The doctoral position will be in
English.
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